Lecture 7
We must transform data into signals to send them from one place to another. Data stored in the computer is in the form of 0’s and 1’s i.e. data is digital. To be carried from one place to another, data are usually converted to digital signals. In which form to convert is actually dependent upon the medium. 

Q) What if the underlying medium is analog?

Answer: An analog medium can only carry analog signals, so we need to convert digital data stored in computer into digital signal, the process of converting (digital data to analog signal) is called as modulating a digital signal(as discussed below). We will discuss later about modulation and how it is done.

Q) What if the underlying medium is digital?

Answer: Answer is quite similar to previous one, and with the same justification. Since digital medium can only carry digital signals, we need to convert digital data stored in computer into digital signal. The process of converting (digital data to digital signal) is called as encoding. We will discuss later about encoding how it is done.

We talked about modulating a digital signal or encoding a digital signal, both the encoding or modulating happens at the source end, can you guess what happens at the receive end? Obviously receiver has to convert the analog signal to digital data or digital signal to digital data.

Sometimes we need to convert an analog signal into a digital signal for several reasons, such as to decrease the effect of noise. This is called analog-to-digital conversion or digitizing an analog signal. 

Often an analog signal is sent over long distances using analog media. For example, voice or music from a radio station, which is naturally an analog signal, is transmitted through the air. However, the frequency of the voice or music is not appropriate for this kind of transmission; the signal should be carried by a higher frequency signal. This is called as analog-to-analog conversion or modulating an analog signal.


Various techniques for Digital-to-Digital encoding

1. Unipolar encoding

Binary Encoding

2. Polar encoding

Manchester encoding

Differential Manchester encoding

3. Bipolar encoding

AMI (Alternate Mark Inversion

B8ZS (Bipolar 8-Zero Substitution)

HDB3 (High-Density Bipolar 3)


[image: image1]
Various techniques for Analog-to-Digital conversion

1. PCM (Pulse Code Modulation)

2. DPCM (Differential Pulse Code Modulation)

3. DM (Delta Modulation)

Various techniques for Digital-to-Analog conversion (Modulation of Digital Data)
1. ASK (Amplitude Shift Keying)

2. FSK (Frequency Shift Keying)

3. PSK (Phase Shift Keying)

4. QAM (Quadrature Amplitude Modulation)
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Various techniques for Analog-to-Analog Conversion
1. AM (Amplitude Modulation)

2. FM (Frequency modulation)

3. PM (Phase Modulation)


Digital-to-Digital encoding

Binary Encoding


Binary Encoding is a type of Unipolar Encoding. Unipolar encoding uses only one voltage level. In this encoding 1’s are encoded as positive value and 0’s are encoded as negative value.
Manchester Encoding

Manchester Encoding is a type of Polar Encoding. Polar encoding uses two voltage levels (positive and negative). With Manchester Encoding each bit period is divided into two equal intervals. A binary bit 1 is sent by having the voltage set high during the first interval and low in the second one. A Binary bit 0 is just the reverse, i.e. voltage set low during the first interval and high in the second interval. The advantage of this scheme ensures that every bit period has a transition in the middle, making it easy for the receiver to synchronize with the sender. A disadvantage of Manchester encoding is that it requires twice the bandwidth. 
Differential Manchester Encoding

Differential Manchester Encoding is a type of Polar Encoding. Polar encoding uses two voltage levels (positive and negative).Differential Manchester encoding is a variation of basic Manchester encoding. In it, a 1 bit is indicated by the absence of a transition at the start of the transition and a 0 bit is indicated by the presence of a transition at the start of the interval. In both the cases, there is a transition in the middle. The disadvantage of differential scheme requires more complex equipment to implement but advantage is that it offers better noise immunity.
In both Manchester and Differential Manchester encoding, the transition at the middle of the bit is used for both synchronization and bit representation
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Analog to Digital Conversion
PCM (Pulse Code Modulation)

Pulse Code Modulation is a technique for converting analog signal to digital. For that first the analog signal is sampled using sampling theorem. According to sampling theorem, Maximum number of samples = 2 * fmax i.e. twice the highest frequency.  Thus, number of samples into which an analog signal is divided, is decided through sampling theorem. After sampling, quantization is done. Quantization is a method of assigning integral values in a specific range to samples instances. Each value is translated into its seven (7) bit binary equivalent i.e. binary encoding. The eighth bit indicates the sign. The binary digits are then transformed into a digital signal using one of the digital-to-digital encoding techniques. So, in nutshell, PCM is actually made up of four separate processes
1. PAM 
2. Quantization

3. Binary encoding

4. Digital-to-Digital encoding.
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PAM (Pulse amplitude modulation) has some applications, but it is not used by itself in data communication. However, it is the first step in another very popular conversion method called PCM (pulse code modulation).
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The graph above depicts quantization.
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The diagram above and below depicts binary encoding.
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According to the Nyquist theorem, the sampling rate must be at least 2 times the highest frequency. So the number of samples will be twice the highest frequency.
PCM has its application in modern telephone system. Whatever, we speak is actually an analog signal. To transmit, it must be converted into the digital signal, for that PCM is used. The range of frequency of human voice is 0 to 4000 Hz. This means the maximum number of samples that can be generate of our voice is 8000 samples/second or 125µsec i.e. each sample is generated after 125µsec. At a lower sampling rate than this, information will be lost and at a higher sampling rate than this, no extra information would be gained. Now this is analog signal is quantized and encoded into 7 bit and 1 bit for sign. This means that there are (27) 256 levels.
According to Nyquist theorem (which holds true for noiseless channel) 

Maximum Channel Capacity=2*B log2V

Where channel capacity is data rate in bits/sec (we want to calculate)

B is bandwidth and V is number of levels.

B is 4000 Hz (4000-0)

V is 256

Substitute in above equation, we get 

Channel capacity=64000 bits/sec.

In T1 line, currently being used in U.S for telephonic conversation, there are 24 channels, and each channel carrying capacity is 64000 bits/sec. Thus total capacity of T1 Line is 24*64000 bits/sec, which is 1536000 approx. 1.544 * 106 bits/sec. 
Thus each channel is carrying 8 bits (7 bits of data and 1 bit for sign). It means that whole T1 line is carrying 8 * 24 = 192 bits) plus one extra bit for framing thus yielding 193 bits. And these bits are carried every 125µsec. 
Q) What sampling rate is needed for a signal with a bandwidth of 10,000 Hz (1000 to 11,000 Hz)?
Answer: The sampling rate must be twice the highest frequency in the signal:

Sampling rate = 2 x (11,000) = 22,000 samples/s

Q) A signal is sampled. Each sample requires at least 12 levels of precision (+0 to +5 and -0 to -5). How many bits should be sent for each sample? Calculate the Nyquist Rate i.e. channel capacity of the medium with Band Width=4000 Hz
Answer: We need 4 bits; 1 bit for the sign and 3 bits for the value. A 3-bit value can represent 23 = 8 levels (000 to 111), which is less than what we need. A 2-bit value is not enough since 22 = 4. A 4-bit value is too much because 24 = 16, but we cannot settle fir 3-bit also. So number of levels will be effectively 16 and 4 bits will be used to represent them.
According to Nyquist theorem (which holds true for noiseless channel) 

Maximum Channel Capacity=2*B log2V

Maximum Channel Capacity=2*4000* log2 16
Maximum  Channel Capacity=32000  bps or 32 Kbps.
Q) A digital signal has a bit rate of 2000 bps. What is the duration of each bit (bit interval)

Answer: The bit interval is the inverse of the bit rate.

Bit interval = 1/ 2000 s = 0.000500 s 
= 0.000500 x 106 ms = 500 ms
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Q) Consider a noiseless channel with a bandwidth of 3000 Hz transmitting a signal with two signal levels. What is the maximum bit rate?

Answer: The maximum bit rate can be calculated as
Bit Rate = 2 ( 3000 ( log2 2 = 6000 bps

Q) Consider the same noiseless channel, transmitting a signal with four signal levels. What is the maximum bit rate?

Answer: Bit Rate = 2 x 3000 x log2 4 = 12,000 bps

Q) We want to digitize the human voice. What is the bit rate, assuming 8 bits per sample?

Answer: The human voice normally contains frequencies from 0 to 4000 Hz. Sampling rate = 4000 x 2 = 8000 samples/s
Bit rate = sampling rate x number of bits per sample 
= 8000 x 8 = 64,000 bps = 64 Kbps 

Differential Pulse Code Modulation

Differential Pulse Code Modulation consists of outputting not the digitized amplitude, but the difference between the current value and the previous one. So in this case only 5 bits instead of 7 bits solve the purpose of binary encoding. This way same channel is able to carry more number of bits thus increasing the channel capacity and obviously the efficiency also.
Delta Modulation

A variation of the above method is delta modulation, which requires each sampled value to differ from its predecessor by either +1 or -1. A single bit is transmitted, telling whether the new sample is above or below the previous one. This technique is called delta modulation.

Disadvantage of delta modulation is that, if the signal changes too fast, information is lost.
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Fig for Delta Modulation

Channel Capacity for a Noiseless Channel




Till now we have learnt the formulae for calculating the channel capacity of a noiseless medium. If we take a practical situation, there is no noiseless channel; there is always some noise that can cause damage to the transmitted signal. 

Q) So if a signal in transit is damaged, what do you think is the actual data rate, is it going to be greater than the noiseless channel or less than?

Answer: Obviously less than the noiseless channel, because effectively undamaged bits that reach at the receive end are less now.
We will learn later in error control, what to do if receiver receives damaged packets or frames.

So, Shannon gave the formulae for channel capacity for noiseless channel, which is as follows

C = B log2 (1 + SNR) 

Where

C is the channel capacity

B is Bandwidth

SNR is signal to noise ratio.

Q Consider an extremely noisy channel in which the value of the signal-to-noise ratio is almost zero. Signal-to-noise ratio is zero means; the noise is so strong that the signal is faint. Calculate the capacity for this channel?

Answer: 

C = B log2 (1 + SNR) = B log2 (1 + 0)

= B log2 (1) = B ( 0 = 0
Q. A telephone line normally has a bandwidth of 3000 Hz (300 Hz to 3300 Hz). The signal-to-noise ratio is usually 3162. Calculate the capacity for this channel?

Answer: C = B log2 (1 + SNR) = 3000 log2 (1 + 3162) 
= 3000 log2 (3163)

C = 3000 ( 11.62 = 34,860 bps

Q. We have a channel with a 1 MHz bandwidth. The SNR for this channel is 63; what is the appropriate bit rate and signal level?

Answer: First, we use the Shannon formula to find our upper limit.

C = B log2 (1 + SNR) = 106 log2 (1 + 63) = 106 log2 (64) = 6 Mbps

Then we use the Nyquist formula to find the number of signal levels. 

4 Mbps = 2 ( 1 MHz ( log2 L  (  L = 4
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