Lecture 19
Broadcast Routing

For some applications, host need to send messages to many or all the hosts. For example, a service distributing weather reports, stock market updates. Sending a packet to all destinations simultaneously is called as broadcasting. There are various methods for broadcast routing

1. One simple method is, for the source to send a distinct packet to each of the destination. But this method is inefficient, as it wastes lot of bandwidth. 

2. Flooding is another algorithm that suits for broadcast routing, but again flooding has lot of drawbacks.

3. Another proposed algorithm is multi-destination routing. In this method, each packet contains either a list of destinations. When a packet arrives at a router, the router checks all the destinations in its routing table, to determine the set of output lines on which the packet need to be sent. The router generates a new copy of the packet for each output line to be used and includes in each packet only those destinations that are to use the line or we can say that destination set is partitioned among the output lines. After a sufficient number of hops, each packet will carry only one destination and can be treated as a normal packet. Multi-destination routing is like separately addressed packets, except that several packets must follow the same route, one of them pays full fare and rest of them travel free.
4. We can also use spanning tree for broadcast routing. Spanning tree is a subset of the subnet that contains all the vertices (routers) but no cycles. Each router needs to generate spanning tree, and then it can copy an incoming broadcast packet onto all spanning tree lines except the one it arrived on. This is similar to flooding, but since in flooding same packet arrives to a station multiple times, this won’t happen know, as we have represented a network into spanning tree. Since a spanning tree has no cycles, so there are no chances of same packet arriving more than once to single router.

5. Another proposed algorithm for broadcasting is reverse path forwarding. The idea behind the algorithm is prediction. When a broadcast packet arrives at a router, the router checks to see if the packet arrived on the line that is normally used for sending packets to the source of the broadcast. If the answer is yes, this means that the broadcast packet is most probably following the best route. Then router forwards the copies onto all the outgoing lines, except the one it arrived on. If however, the broadcast packet arrived on the line other than the preferred one for reaching the source, the packet is discarded as a likely duplicate.
Multicast Routing

Multicast Routing means, a packet is to be transmitted to a subgroup of users. If the group is small, an individual packet can be sent to each user but if the group is big, this strategy proves to be costlier. We will first define the goal and the group maintenance. After that we will come to the various multicast routing algorithms

Goal: Send a packet to the nodes that are members of a multicast group: more than one fewer than all nodes in the network.
Group maintenance

An end host tells its router that it wants to join a certain multicast group

The router tells its neighbors that the router is part of the multicast group, and so on

Each router ends up knowing where the multicast group members are
In the Internet, a multicast group is identified by an IP address in the range 224.0.0.0 through 239.255.255.255.
The Internet Group Management Protocol (IGMP), RFC 2236, lets an end host tell its router that it wants to join a certain multicast group

Routing multicast packets

· Method 1:
Use a group shared spanning tree

The routers identify some common \center" node and construct a spanning tree from that node. Group multicast packets are routed along the group spanning tree

· Method 2: 
Use a source based spanning tree

For each source node in the group, the routers construct a spanning tree from that source node. Group multicast packets from a certain source node are routed along that source node's spanning tree

· Method 3: 
Use reverse path forwarding

If a group multicast packet from a certain source node i arrives on the preferred line for

(Unicast) forwarding to node i; then forward the packet along all other outgoing lines that lead to other parts of the group. Otherwise, drop the packet

Approximates a source based spanning tree, without having to know the entire network topology.

Congestion Control Algorithms

When too many packets are present in the subnet, performance degrades. This situation is called as congestion. Refer to figure below.
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The above figure depicts that, when the number of packets sent into the subnet by the hosts is within the subnet’s carrying capacity, they are delivered, and the number delivered is proportional to the number sent. However as traffic increases beyond a certain limit, such that the subnet cannot process and sent them, they begin to loose packets. At very high traffic performance collapses completely and almost no packet is delivered (in the graph, initially as packets are sent, they are delivered, but beyond a certain point, graph hangs down, means when packets sent are more, number of packets delivered reduces).

There is a difference between congestion control and flow control. Flow control, is discussed between a single sender and single receiver, whereas, congestion control is discussed when too many senders swamp the subnet, such that subnet is not able to handle the packets and thus start loosing packets, decreasing the number of delivered packets.

General Principles of Congestion Control

There are various algorithms that are proposed for congestion control. These algorithms can be categorized on the basis of principles of congestion control. Congestion control algorithms are either open loop or closed loop. 
Open loop algorithms tend to solve the problem by good design, that is, they make sure that congestion doesn’t occur in the first place. Once the system is up and running, midcourse corrections are not done. So Open loop algorithms prepare the system for the prevention from congestion. Open loop algorithms can be further divided into ones, where prevention strategy act at the source or at the destination.
Closed loop algorithms, on the other hand believe on cure approach. They are based on the concept of feed back approach. They don’t care till the system is not in congested state, but once the system is in congested state; closed loop algorithm comes into play.

The approach has three parts when applied to congestion control:

1. Monitor the system to detect when and where congestion occurs

2. Pass this information to places where action can be taken\

3. Adjust system operation to correct the problem

Monitoring

Various metrics can be used to monitor the subnet for congestion. The various metrics are 

(a) Percentage of packets discarded due to lack of buffer space

(b) Average queue length

(c) Number of packets that time out

(d) Average packet delay

(e) Standard deviation of packet delay

Feedback Loop

The second step is the feed back loop, which is to transfer the information about the detection of congestion from the point where it is detected to the point where something can be done about it. 
Action  
   After information about congestion reaches the source, the required action is taken; most obvious one is that the source reduces its transmission of packets by some percentage.

The closed loop algorithms are also divided into two categories, explicit feedback and implicit feedback. In explicit feedback algorithms, packets are sent back from the point of congestion to warn the source. In implicit feedback algorithms, the source himself deduces the existence of congestion by making local observations, such as time needed for acknowledgement to come back.
Congestion Prevention Principles
 

Congestion prevention principles are defined as the measures that are taken in every layer to prevent congestion at the first place. This approach is open loop. 
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Traffic Shaping

One of the main causes of congestion is that traffic is often bursty. If the hosts are made to transmit at a uniform rate, congestion would be less common. This is another open loop method to prevent congestion, which manages the host to transmit packets at a constant or predictable rate. This approach is called as traffic shaping. 
Traffic shaping is regulating the flow of data for the subnet, irrespective of the transmission rate of the source machines/hosts. Monitoring the traffic flow is called as traffic policing. There are two algorithms that are based on traffic shaping

1. The Leaky Bucket Algorithm

2. The Token Bucket Algorithm

Leaky Bucket Algorithm

Imagine a bucket with a small hole in the bottom. No matter at what rate water enters the bucket, the outflow is at a constant rate, when there is any water in the bucket, and zero when bucket is empty. Also, once the bucket is full, any additional water entering it spills over the sides and is lost.
   The same idea is applied to packets. Each host is connected to the network by an interface containing a leaky bucket (which is actually a finite queue). Since a queue can contain only fixed number of packets, any extra packets that go beyond the size of the queue will be discarded. The packets are transmitted in FCFS order at a constant rate, such that a constant predictable rate is visible to the subnet. This arrangement can be built into the hardware interface card or simulated by the host operating system. This algorithm is called as Leaky Bucket Algorithm. Figure below depicts leaky bucket algorithm.
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Token Bucket Algorithm

The leaky bucket algorithm enforces a rigid output pattern at the average rate no matter how bursty the traffic is. Sometimes it may also happen that the network is idle, but still the Leaky bucket algorithm generates packet at a constant rate from one end, and discard the access packet from the other end. This is one of the drawbacks of leaky bucket algorithm. Improvement is to allow the output to speedup somewhat, when large bursts arrive. So a more flexible algorithm is needed, that never discards data. One such algorithm is Token Bucket Algorithm. In this algorithm, the leaky bucket holds tokens, generated by a clock at the rate of one token every 
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 sec. If there is a bucket holding three tokens, and five packets arrives, then three packets are send using those three tokens, and rest of two packets wait for generation of tokens. So when the system was idle, he was still generating tokens whether they (tokens) were required or not, and these tokens were utilized when a burst of packets arrive. The token bucket algorithm thus allowing saving tokens for large burst of packets that may arrive in future, but again the maximum saving of tokens depend upon the size of the bucket, which is say n. So at most 
n tokens can be saved for future. This is one of the differences between leaky bucket and token bucket. 

Another difference between the two algorithms is that the token bucket algorithm throws away token when the bucket is full but never discard packets, but leaky bucket algorithm discard packets when the bucket is full.
Figure below depicts Token Bucket Algorithm
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Flow Specification

Traffic shaping is more effective when the sender, receiver and subnet all agree to it before the actual transmission of packets. To get agreement, it is necessary to specify traffic pattern, on which all three of them will agree. Such an agreement is called as flow specification. 
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Token bucket rate, specifies how many bytes are put into the token bucket per second. Let’s say x bytes/sec are there. Then each token may be of say x/4 bytes. So total of 4 tokens will be places in the bucket per second.
Token Bucket size, specified, how many tokens can be accommodated by the bucket i.e. how bit the bucket is.

Peak data rate, is the top rate the host is capable of producing data packets under any conditions.

 Minimum Packet size and Maximum packet size, determines the lower limit and higher limit on the size of the packet, that the subnet is expected to receive.

Burst loss sensitivity, tells how many consecutive loss packets can be tolerated.

Minimum delay and Maximum delay, tells the range of delay that can occur in receiving a packet from sender to receiver.

After all the three (sender, receiver, and subnet) on the above parameters, the actual transmission of data packets take place, keeping in consideration the parameters on which they all agreed.
Congestion Control in Virtual Circuit Subnet


This is a closed loop approach, which actually only considers about the congestion control in virtual circuit subnets.

1. The most widely used technique for congestion control in virtual circuit subnet is admission control. The idea behind it is simple, once congestion is detected around some problem areas; no more virtual circuits are set up until the problem has gone away. This technique doesn’t come into play until congestion occurs.

2. An alternative approach to admission control is to allow new circuit setup, but carefully route all packets around problem areas. You can see one such scenario in the diagram below.
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3. Another strategy is to negotiate an agreement between the host and subnet when a virtual circuit is set up. The agreement is very much similar to flow specification. If the resources are available they are allocated, otherwise request for setting up the virtual circuit is rejected. In this way, congestion is unlikely to occur on the new virtual circuits because all the necessary resources are guaranteed to be available.
Choke Packets

This is another congestion control algorithm for both virtual circuits and datagram. As a matter of fact, it is a closed loop approach, means it comes into play once the congestion is detected. Using mathematical function each router can easily monitor the utilization of its output lines and other resources. If the utilization reaches beyond the threshold value, output line enters into warning state. For each newly arriving packet, it is checked whether the outgoing line it needs to be send further is in warning state or not. If so, the router sends a choke packet back to the source host with the destination. The original packet is tagged (some header bit is turned on) so that it will not generate any more choke packets further along the path and is then forwarded in the unusual way. When the source host gets the choke packet, it is required to reduce its transmission rate to that specific destination by X percent. Since other packets aimed at the same destination from the same source must be on the way before the source gets the choke packet, and they will provoke other routers to generate more choke packets, these choke packets will be ignored. As a matter of fact, after source host reduce its transmission rate by X percent, it ignores further choke packets for a certain period of time. After this period expires, source host listens for more choke packets for another interval. We call this period as listening period. If even, after the listening period is over, still choke packets arrive, source host reduces by another X percent. If no packets arrive in this listening period, host may increase the flow again.


Typically the first choke packet causes the data rate to be reduce by 0.5 times its current rate, the next one cause a decrease of 0.25 of the current reduced rate and so on. Increments also happen in the same multiples.
Hop by Hop choke Packet

At high speed, over long distance, sending a choke packet back to the source host does not work well, because the host is at such a long distance away. It may take choke packet a long duration to reach there, and by that time, source host must have been through will the transmission of further packets, that may further congest the network, and subnet may have to discard the packets. This is another closed loop approach, Infact a variation of choke packet. Consider for example a source host A sending traffic to destination host D as shown in diagram below.
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Fig. 5-28. (a) A choke packet that affects only the source. (b) A
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Left column 2nd , 3rd, 4th step, shows the choke packet going to the source host. By the time that choke packet reaches source host, source host has transmitted another set of packets which are on the way to D.  

An alternative approach, as shown in the right part of the diagram, is to have the choke packet take effect in every hop it passes through. As soon as the choke packet reaches F, F is required to reduce the flow to D, Doing so require F to devote more buffers to the flow, since the source A is still sending at its normal transmission rate, but it gives D immediate relief. In the next step choke packet reaches E,  then E also reduces its flow and so on.
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