Lecture 17
In this lecture, we will discuss about the design issues of network layer, and routing algorithms.
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The Network Layer is concerned with getting packets from the source all the way to the destination. Getting to the destination may require many hops. So decision to be made is which path to choose to reach the destination. Thus network layer is the lowest layer that deals with end to end transmission.
Design issues of Network Layers


The network layer provides services to the transport layer at the network layer/ transport layer interface. The network layer services have been defined with the following goals in mind

1. The services should be independent of the subnet topology.

2. The transport layer should be shielded from the number, type, and topology of the subnet present.

3. The network addresses made available to the transport layer should use a uniform numbering plan.

There was one decision to be taken, whether network layer should provide connection less service or connection oriented service. In the network layer is providing connection oriented service, all the complexity (guaranteed delivery, explicit confirmation, priority of packets) will be defined in network layer, whereas, in the connection less service, all this complexity will be placed in transport layer.
Finally Internet has a connection less network layer and ATM has a connection oriented network layer. ATM is an acronym for Asynchronous Transfer Mode.

There are two techniques to organize the subnet, one using connections and other one as connection less. Technically the terminology is

1. Virtual Circuit

2. Datagram

Virtual Circuit is very much similar to circuit switching in data link layer. In Virtual Circuit, a route is established between the source and destination, prior to any transmission of packets. That defined route is given a unique virtual Circuit number, and each router which falls along the route, makes an entry in its table, called as routing table, about this virtual circuit number. When a packet sent through some source, it bears a virtual circuit number, which when received by the router, the router looks in the table for its virtual circuit number, and then generates or determines the outgoing line on to which that packet need to be placed. All the packets from source to destination thus follow the same path and reach in order. The over head with virtual circuit is maintaining a routing table, and since router memory is small, so a large table cannot be maintained.
There is another technique called as datagram, where routers do have a routing table, but this time routing table contains entry about which outgoing line to place the packet depending upon the destination address contained in the packet. So determination of route is still needed, but on the basis of destination  address contained in the packet, in circuit switching it was virtual circuit number, so packets routed using virtual circuit does not contain the destination address, only they contain is virtual circuit number. Each datagram must contain the full destination address, so that makes the packet very long, if there are multiple routers in the way. Each packet may or may not follow the same route, packet may or may not arrive in the same order.
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IP Address
Each host and router on the Internet has an IP address, which consist of a combination of network number and host number. The combination is unique; no two machines have the same IP address. All IP addresses are 32 bits long.
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Datagram Format of IP Protocol
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Version: The first 4-bit field in a datagram contains the version of the IP protocol that is used. There are two versions, one is IPv4 and IPv6. So it either consists of value 4 or 6. It is used to verify that the sender, receiver and any routers in between them agree on the format of the datagram. Currently we are using version 4, IPv6 is also knows as next generation IP, which will be used in future. Currently lot of research is going on IPv6. For more discussion on IPv6 refer to Comer.
IHL: IHL is an acronym for Internet Header length. IHL is of 4 bits, as its name itself says, it contains the length of the header, which is actually whole length of the packet minus the length of data.
Type Of Service: This type of service field is one byte in length, and it specified how the datagram should be handled. It is internally divided into three bits D, T, R. D specifies Delay, T species Throughput, and R specified Reliability. So general trend is to achieve low Delay, high Throughput, and high reliability. 

Total Length: The total length field gives the length of the datagram as a whole. The size of data can be computed, by subtracting IHL from Total Length.

Identification, DF, MF, Fragment Offset: In the ideal case, the entire IP datagram fits into one physical frame, making transmission across network efficient. To achieve such efficiency, the designers of IP must agree upon maximum datagram size. But what size need to be chosen. Each packet switching technology places a fixed upper bound on the amount of data that can be transferred in one physical frame. For example, Ethernet limits the maximum size of data unit as 1500 bytes. We refer to these limits as the Maximum Transfer Unit. MTU sizes can be quite small also; it depends upon the hardware technologies. Limiting datagrams to fit the smallest possible MTU in the internet makes transfer inefficient when datagrams pass across the network that can carry long size frames. However, allowing datagrams to be larger than the minimum network MTU, means that the datagram may not always fit into a single network frame.
So instead of depending upon the hardware constraints, IP protocol designers agreed upon choosing a minimum datagram size. In case datagram happens to be greater than that minimum size, they need to be fragmented into multiple parts. Each part will have the header part repeated. 

Refer to the following scenario
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In the figure, both hosts attach directly to Ethernets (Ethernet have an MTU of 1500 bytes). Thus both hosts can exchange datagrams up to 1500 bytes long. The path between them includes a network, which can only handle 620 bytes of MTU. Now, if host A sends a MTU greater than 620 bytes, router R1 will fragment the datagram. Similar is the case with B. Fragment size is chosen, such that it can easily ship across the network. 
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Let’s now return back to those fields. The fields Identification, DF, MF, and Fragment Offset control fragmentation and reassembly of the datagram. 

Field Identification contains a unique integer that identifies the datagram. Whenever a router fragments a datagram, it copies most of the fields in the header into each fragment. Its primary purpose is to make easier for the destination to know which fragments belong to which datagrams. 

For a fragment, fragment Offset, specifies the offset in the original datagram of the data being carried in the fragment, measured in units of 8 bytes. Refer figure above. Since fragments usually don’t arrive in order, destination can arrange the fragments in order, depending upon the values of the offset.

DF stands for Don’t Fragment, If DF is set to 1 in a datagram, means that datagram cannot be fragmented. So whenever a router wants to fragment a datagram with DF bit sit, the router discards the datagram and sends the error report back to the source. Error reports are sent using another protocol called as ICMP (Internet Control Message Protocol). 

MF stands for More Fragment. It provides information to the receiver about the last fragment. This means that if MF bit is set to 1 in a particular fragment, this means that some more fragments are still expected, but if the MF bit is set to 0, this means that it is the last fragment. So this helps the receiver to arrange the fragments and convert them back in to datagram. 
So from the fragment offset and total length (Total length field in the fragment refers to the whole length of fragment and not of datagram), destination computes the total length of the original datagram. Then by examining the fragment offset and MF, destination can assure that whether all the fragments have arrived or not and finally arrange them in order. 

TTL: TTL is an acronym for Time To Live. It specifies for how much time the datagram is allowed to remain in the internet system or network. Whenever a computer (source) issues a datagram into the internet, it sets a maximum time in TTL field, that the datagram should survive. Each Routers through which the datagram is processed, must decrement the value of TTL field by 1. Whenever value in TTL field reaches 0, the router processing that datagram discard it and sends an error message back to the source (using ICMP). 

Protocol: This field contains the name of the higher level protocol (protocol that can be used in transport layer). Two such protocols that can be present in the field are TCP and UDP.
Header Checksum: Header checksum is present to ensure the integrity of header values. 

Source IP address: Source IP address contains the IP address of the source machine.

Destination IP address: Destination IP address contains the IP address of the destination machine.

Data: The field Data contains the actual data that need to be sent from source to the destination.
	Class
	Value of w
	Network ID
	Host ID
	Number of networks
	Number of hosts per network

	A
	1-126
	w
	x.y.z
	126
	16,777,214

	B
	128-191
	w.x
	y.z
	16,384
	65,534

	C
	192-223
	w.x.y
	z
	2,097,152
	254

	D
	224-239
	Reserved for multicast addressing
	N/A
	N/A
	N/A

	E
	240-254
	Reserved for experimental use
	N/A
	N/A
	N/A


